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Question:

How can I avoid disk full (SQLO_DISK) in my log archive target?
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• Make sure on a separate file system from anything else
esp. active log path

• Unhealthy archive log path means active log path will
grow as log files cannot be archived
• This can lead to disk full in active log path and can cause workload failure or for infinite 

logging can cause database to come down
• By setting BLK_LOG_DSK_FUL can avoid disk errors and make application wait

• Avoid by setting FAILARCHPATH so that when archive log path becomes 
unhealthy Db2 can still move files out of active log path
• Temporary until archive log path healthy again
• Also make sure on a separate file system

Logging – Disk Full in Archives (1|5)

db2diag.log would show something like this:

EDUID   : 397                  EDUNAME: db2logmgr (SAMPLE)

FUNCTION: DB2 UDB, data protection services, sqlpgArchiveLogDisk, 

probe:2530

MESSAGE : ZRC=0x850F000C=-2062614516=SQLO_DISK "Disk full."

          DIA8312C Disk was full.

DATA #1 : String, 66 bytes

/db2archives/db2inst/NODE0000/SQL00001/LOGSTREAM0000/S0000031.LOG

EDUID   : 397                  EDUNAME: db2logmgr (SAMPLE)

FUNCTION: DB2 UDB, data protection services, sqlpgArchiveLogFile, 

probe:3150

MESSAGE : ADM1848W  Failed to archive log file "S0000031.LOG" to

          "/db2archives/db2inst/SAMPLE/NODE0000/LOGSTREAM0000/C00

          00000/" from

          "/home/db2inst/db2inst/NODE0000/SQL00001/LOGSTREAM0000/".

Configuration parameters for database logging

• https://www.ibm.com/docs/en/db2/12.1?topic=logging-configuration-parameters
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• Detect in advance
• Set up a monitoring script that reports physical disk space left on

the file system where the log archive path(s) exist

• React
• Cleanup whatever is not needed

• May need to do manually at first ➔ BE CAREFUL not to delete too much
• Save from “First active log file” (from GET DB CFG) and onwards

• Save files needed for online backup INCLUDE LOGS

• Avoid the need for manual cleanup by letting Db2 manage
•    ➔ Use Db2 Automatic Pruning

Logging – Disk Full in Archives (2|5)

Configuration parameters for database logging

• https://www.ibm.com/docs/en/db2/12.1?topic=logging-configuration-parameters

Automating recovery history file pruning

• https://www.ibm.com/docs/en/db2/12.1?topic=file-automating-recovery-history-pruning
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• Db2 Automatic Pruning
• Choose how long to retain recovery objects like backup, load copy and archive 

logs and when to automatically prune them from history file AND physically 
from media (local/vendor)
• To enable, set AUTO_DEL_REC_OBJ database configuration parameter

• Set retention policy with database configuration parameters:
• NUM_DB_BACKUPS: Number of full database backups to retain
• REC_HIS_RETENTN: Number of days to retain historical data

• When does this automatic deletion occur?
• After a successful backup
• On an explicit PRUNE HISTORY AND DELETE command

• If using this does not work, then please raise with IBM Support

Logging – Disk Full in Archives (3|5)

Automating recovery history file pruning

• https://www.ibm.com/docs/en/db2/12.1?topic=file-automating-recovery-history-pruning
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• If still does not help:
• Consider whether turning on log archive compression can help to decrease storage 

requirement
• LOGARCHCOMPR1/2 database configuration parameter ➔ [ON; NX842; ZLIB]

• Consider using a vendor product as your log archive method type to defer storage 
management

• Determine your recovery and/or replication retention requirements and allocate 
enough disk space to cover

Logging – Disk Full in Archives (4|5)

Configuration parameters for database logging

• https://www.ibm.com/docs/en/db2/12.1?topic=logging-configuration-parameters
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• Additional helpful tips:
• If archiving to DISK, set OVERFLOWLOGPATH database

configuration parameter to the archive location
• If LOGARCHMETH1/2 set to DISK:/archivePath/
• Set OVERFLOWLOGPATH to /archivePath/<instance name>/<db name>/

• Avoids the retrieval of archived logs
• Saves the cost of un-necessary copying
• Negated if using log archive compression

• If on UNIX and archiving using TSM/vendor, set LOGARCHOPT1/2 database configuration 
parameter option:
           “--vendor_archive_timeout=<number of seconds>”

• If TSM/vendor unresponsive for the specified timeout then Db2 will interrupt and follow 
retry/failure protocol
• Avoids possible database hangs

Logging – Disk Full in Archives (5|5)

Using an overflow log path

• https://www.ibm.com/docs/en/db2/12.1?topic=parameters-using-overflow-log-path
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Question:

How can I identify backup performance problems?
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Backup Process Model

Backup & Restore – Performance (1|13)

• db2agent –
1 agent drives the backup

• db2bm –
1 or more buffer 
manipulators
• Reads data from database
• Parallelism

• db2med –
1 or more media controllers
• Writes data to target
• Number of targets/sessions

BACKUP DATABASE comma
• https://www.ibm.com/docs/en/db2/12.1?topic=commands-backup-database
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Restore Process Model

Backup & Restore – Performance (2|13)
Same as backup, but in 
reverse

• db2agent –
1 agent drives the restore

• db2bm –
1 or more buffer 
manipulators
• Writes data to database
• Parallelism

• db2med –
1 or more media 
controllers
• Reads data from target
• Number of targets/sessions

BACKUP DATABASE comma
• https://www.ibm.com/docs/en/db2/12.1?topic=commands-backup-database
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• Backup is self-tuning / autonomic
• If not specified, the following settings will be computed:

• Parallelism (db2bm)
• Buffer size
• Number of buffers

• All setting are dependent largely on the following settings:
• UTIL_HEAP_SZ

• Number of CPUs
• Number of table spaces
• Extent size
• Page size

• Autonomic algorithm does handle all possible options:
• Compression
• Data deduplication

Backup & Restore – Performance (3|13)
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• Let the database do the tuning

• The autonomic algorithm does a good job so start with that

• There can always be some scenario where it may not be the most optimal

• If you run into one of these situations, have historical data available
• Track past performance and what parameters were used and tune until you find a 

sweet spot
   ➔ BAR statistics from db2diag.log can help

Backup & Restore – Performance (4|13)

** In the future this may be less of a need due to Intra Tablespace Parallelism feature

Optimizing backup performance
• https://www.ibm.com/docs/en/db2/12.1?topic=backup-optimizing-performance
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• Some “simple” things you can do to help:

• Distribute your data evenly across table spaces
• As of 12.1, rely on Intra Table Space Parallelism (ITP)
• Use ADMIN_MOVE_TABLE

• Throttling
• Increase backup priority
• Increase UTIL_IMPACT_LIM

• Percentage limit on the amount of impact throttled utilities can have on the overall workload

• More memory ➔ increase UTIL_HEAP_SZ (suggest starting at 50,000)
• Affects both the number of buffers and buffer size

• At minimum: Number of buffers >= Number of db2bm + Number of db2med + 1
• Point being have enough to cover parallelism + media targets/sessions
• If any one side becomes a bottleneck can prevent a waiting for buffer situation

• Keep adding more until it makes no further difference

Backup & Restore – Performance (5|13)

Optimizing backup performance
• https://www.ibm.com/docs/en/db2/12.1?topic=backup-optimizing-performance

Compatibility of online backup and other utilities
• https://www.ibm.com/docs/en/db2/12.1?topic=backup-compatibility-online-other-utilities
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• Some “simple” things you can do to help (cont’d):

• Try more media targets/sessions
• Depending on media, sharing the load to write can help

• Avoid running less than ideal operations during online backup, for example:
• LOAD with the ALLOW NO ACCESS option

• REORG

Backup & Restore – Performance (6|13)

Optimizing backup performance
• https://www.ibm.com/docs/en/db2/12.1?topic=backup-optimizing-performance

Compatibility of online backup and other utilities
• https://www.ibm.com/docs/en/db2/12.1?topic=backup-compatibility-online-other-utilities
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• Some “more advanced” things you can do to help:

• Compression and encryption can be CPU intensive operations
• Less data volume to write out the better but at what cost?
• Explore various options: table, backup, vendor, hardware
• Try to offload these operations to hardware (NX842 / ZLIB)

• Big buffer pools can cause higher flush times for online backup
• Avoid flushes by setting registry variable DB2_REDUCE_FLUSHING_DURING_BACKUP

• On by default as of 12.1.2

• To reduce time retrieving log files into backup image:
• Minimize log running transactions
• Flush regularly (review settings of PAGE_AGE_TRGT_MCR / PAGE_AGE_TRGT_GCR)
• Point OVERFLOWLOGPATH to archive log directory if local
• Ensure parallelism used by BACKUP not too high

• Still not good enough ➔ explore snapshot/flashcopy technology

Backup & Restore – Performance (7|13)

Optimizing backup performance
• https://www.ibm.com/docs/en/db2/12.1?topic=backup-optimizing-performance

Hardware accelerated backup and log file compression
• https://www.ibm.com/docs/en/db2/12.1?topic=considerations-hardware-accelerated-backup-log-file-compression
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• Monitor in progress BACKUP (and RESTORE) using
db2pd –barstats command

• Displays:
• List of EDUs / threads involved

• Table space details including status of queue

• Real time performance statistics

• Backup image size estimates

• Progress monitor information

• Buffer pool flush times

• Database history file pruning times and status

• Include logs processing details and times

Backup & Restore – Performance (8|13)

Monitoring backup and restore performance with db2pd -barstats
• https://www.ibm.com/docs/en/db2/12.1?topic=strategy-backup-restore-monitoring-db2pd-barstats

• https://www.ibm.com/docs/en/db2/12.1?topic=barstats-example-output-backup-performance-monitoring#c0070441
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BAR Stats Example:

• Backup to vendor

• Parallelism of 10 (BMs)

• 1 session (MC)
• Media target

• util_heap_sz 30000

Backup & Restore – Performance (9|13)
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BAR Stats Explanation:

• BM# - The number we assigned to an individual Buffer Manipulator.  BM's READ data from the database’s table spaces 
during a backup and place them into buffers. 

• MC# - The number assigned to an individual Media Controller.  MC's WRITE buffers out to the target location. 

• Total - The total amount of time spent by the process in seconds. 

• I/O - The amount of time spent either reading or writing data. For the BM's this represents time reading data from table 
spaces and filling the buffer.  For MC it is the time spent reading from a buffer and sending it to the target destination.

• MsgQ - This is the amount of time we spend waiting to get a buffer.  For BM’s it is how long spent waiting to get an empty 
buffer for filling.  For MC’s it is time spent waiting to get a full buffer in order to write out.

• WaitQ - Amount of time spent waiting on directives from the agent overseeing the whole backup. 

• Buffers - The number of buffers processed by a particular BM or MC.  A BM filled X number of buffers.  An MC wrote out X 
number of buffers.

• MBytes - The amount of data handled by a particular BM or MC in megabytes (also kBytes, Gbytes, etc.). 

Backup & Restore – Performance (10|13)
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Backup & Restore – Performance (11|13)

• BMs: 
• On average spent 2.71% of time waiting 

to read data from the database
• Spent 89.63% of the time waiting for 

buffers

• MCs:
• On average spent 99.92% of the time 

waiting for I/O (in this case vendor)

• Conclusion:
• MC cannot free up a buffer until the 

vendor confirms it has been written
• BMs must wait for the MCs to free the 

buffers
• Bottleneck is in writing to the target 

device
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Solution Considerations:

1. Increase the number of media targets / sessions
• Share the load of writing
• Doing so may alter other resource parameters (like more BMs, number of buffers, 

etc.)

2. Allocate more buffers and alter buffer size through increasing util_heap_sz
• BMs do not have to wait as long

• As always – “it depends” – comes into play depending on other resource factors
• Start by changing one thing at a time and gauge

• A blend of both will yield best result
• The more BMs or MCs in use the more buffers and size of buffers can matter, so having a well 

defined util_heap_sz can help with the balancing act

Backup & Restore – Performance (12|13)
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• New Column for compressed backups shows us 
that a large chunk of time spent during 
compression -- compression can be expensive

• More interesting is adding up the columns there 
is a significant portion of unaccounted time 
(over 30%)

• Using LIST UTILITIES command, this 
unaccounted time is most likely due to throttling 
-- UTIL_IMPACT_PRIORITY  

Solution Considerations

• Try running backup unthrottled or with a 
higher priority

Backup & Restore – Performance (13|13)

First we see a new Column for compression, which tells us that this is a compressed backup.

The BM stats shows us that a large chunk of time was spent during compression.
- This makes sense, considering that compression can be expensive.
- What’s more interesting is that if you add up the individual columns, there is a significant 

portion of unaccounted time (over 30%).
- This unaccounted time is most likely due to throttling.

You can use the list utilities command to show what is currently throttled, and the current 
throttle priority settings.

A backup by default is not throttled. To throttle a backup, the UTIL_IMPACT_PRIORITY option 
needs to be specified.
So, you can try to run the backup unthrottled, or with a higher throttle priority.

Worth noting that in newer versions of Db2, we have a new throttle column that indicates how 
much time was spent on throttling.
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• Solution is to break up table spaces 
into smaller segments (1 .. N) that 
can be assigned to BMs to be 
processed in parallel

• Split table space into an arbitrary 
number of chunks that 1 .. N 
db2bms will read
• N determined by resource factors, like 

CPU, memory and parallel IO

• External registry variable:
• DB2_BACKUP_ITP=ON/OFF

• Default is ON

Tablespace A

Tablespace B

Tablespace C

Backup 
Buffers

db2bm

1 .. N

1 .. N

1 .. N

1 .. N

db2bm

Backup & Restore – Intra Table Space Parallelism (1|3)
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• In cases where the sizes of table spaces are highly skewed (e.g. one tablespace is 
>70% of the total database size) we are seeing performance improvements of 2x or 
more

• In cases where the table spaces are balanced, we see much smaller improvements

• The amount of improvement we can get is capped by the I/O capacity of the 
channel between the disk and the CPU

• ITP works by making unused I/O capacity in the system available. Once that 
capacity is filled, you hit the maximum improvement that ITP can provide

• We were able to greatly improve ITP performance by adding I/O capacity to our test 
system
• For example: install another fiber channel to your disk

Backup & Restore – Intra Table Space Parallelism (2|3)
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Largest TS: 263GB
All TS:         468GB => Largest TBSP 56% of all tablespacesdb2 "backup database SRC to /backup/db2backup/SRC, /backup/db2backup/SRC with 8 buffers parallelism 4 compress" 

Backup & Restore – Intra Table Space Parallelism (3|3)
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• POWER 8
• FC: 2x 8GBit ports – SDD and HDD on different ports
• AIX 7200-05-07-2346
• Backup target: HDD
• Backup source: SDD 
• Db2 software compression used to slowdown I/O rate
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New Columns Added for BAR Stats Diag Entry

• Three new fields by default: 
• Throttle (added in 11.5.8)
• LogPhase
• LogBytes

FUNCTION: DB2 UDB, database utilities, sqluxLogDataStats, probe:2051

MESSAGE : Performance statistics

DATA #1 : String, 1864 bytes

Parallelism       = 10

Number of buffers = 20

Buffer size       = 16781312 (4097 4kB pages)

BM#    Total      I/O      MsgQ      WaitQ   Throttle  LogPhase     Buffers   kBytes   LogBytes

---  --------  --------  --------  --------  --------  --------    --------  --------  --------

000      0.59      0.35      0.00      0.23      0.00      0.00           4     16400         0

...

---  --------  --------  --------  --------  --------  --------    --------  --------  --------

TOT         -         -         -         -         -         -          15    128432         0

• Open: How to account for time using remote storage media?

Backup & Restore – BAR Stats Improvements (1|2)
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New Formatting for BAR Stats Diag Entry

• Representing times as seconds makes it difficult to understand the scale of the time

BM#    Total      I/O      Compr     MsgQ      WaitQ      Buffers   GBytes    GBytes

---  --------  --------  --------  --------  --------    --------  --------  --------

000  92873.78  43700.49   9262.30  11644.32  26728.88      406173      6334     11189

001  92862.32  26121.07   6196.32   9588.78  49743.70      274118      4271      6344

...

• How long is 92000 seconds? These values are for human consumption so they should be human-
readable

• We now represent the time in HH:MM:SS format

BM#    Total      I/O.     Compr      MsgQ      WaitQ    Buffers   Gbytes    Gbytes

---  --------  --------  --------   --------  --------  --------  --------  --------

000  25:47:53  12:08:20   2:34:22    3:14:04   7:25:28    406173      6334     11189

001  25:47:42   7:15:21   1:43:16    2:39:48  13:49:03    274118      4271      6344

...

Backup & Restore – BAR Stats Improvements (2|2)
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Question:

How can I identify details about my backup/load copy images and log 
archives?
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Backup & Restore – History File Improvements (1|5)

Improvements:
1. Provide Backup Size Info In History File

2. Store encrypted backup information in history file

3. Increase size of COMMENT field
• Increased from 30 to 254 characters

Motivation:

• More customers want better reporting or to script around inventory of objects, like 
images and log files:
• Object sizes

• Compressed? Encrypted? Backup includes logs?

• Build restore estimations based on backup image size
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Backup & Restore – History File Improvements (2|5)
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Backup & Restore – History File Improvements (3|5)
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Backup & Restore – History File Improvements (4|5)

• SYSIBMADM.DB_HISTORY displays Total Size, Compression Library and Encrypted 
for a log archive with both compression and encryption enabled:
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Backup & Restore – History File Improvements (5|5)

• LIST HISTORY displays Total Size, Compression Library and Encrypted for a log 
archive with both compression and encryption enabled:
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Question:

How do I restore a database from one host to another host?
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• Plan ahead: Why
• Examples:

• Moving an existing system?
• Setting up a test system?
• Setting up a clone system with log shipping?

• Considerations:
• Platform
• Storage

• Restoring into an existing database or new database?
• Existing database can be the same database or a different database (db_seed)

• A different database will be considered like a new database

• Recovery point
• Access to backup images, load copy images and log files
• Post Restore Steps
• Post Rollforward Steps

Recovery – Host1 to Host2 (1|11)

Host1 Host2

Db2 Db2

Restore overview
• https://www.ibm.com/docs/en/db2/12.1.0?topic=recovery-restore

Rollforward overview
• https://www.ibm.com/docs/en/db2/12.1.0?topic=recovery-rollforward
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• Platform

Recovery – Host1 to Host2 (2|11)

Backup and restore operations between different operating systems and hardware platforms

• https://www.ibm.com/docs/en/db2/12.1.0?topic=dbrs-backup-restore-operations-between-different-

operating-systems-hardware-platforms

39

https://www.ibm.com/docs/en/db2/12.1.0?topic=dbrs-backup-restore-operations-between-different-operating-systems-hardware-platforms
https://www.ibm.com/docs/en/db2/12.1.0?topic=dbrs-backup-restore-operations-between-different-operating-systems-hardware-platforms


40

• Storage

• Database Path:
• The database path must be defined so that restore can connect

• Consider it the skeleton of the database

• Restoring into an existing database will use the database path already defined

• Restoring into a new database will create a skeleton first based on DFTDBPATH

• Can override with RESTORE .. DBPATH ON

Recovery – Host1 to Host2 (3|11)
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• Storage
• Storage Groups (for automatic storage table spaces)

• Re-define storage groups otherwise will use as defined in backup image
• ON will re-define all storage paths in database (use fully qualified paths)

• Use REDIRECT to re-define specific storage group paths (see next slide)
• If no DBPATH ON, first path given by ON will also be the new target database path

• RESTORE .. ON /path1, /path2

• /path1 is db path
• /path1 and /path2 are table space storage groups

• RESTORE .. DBPATH ON /dbpath ON /path1, /path2

• /dbpath is db path
• /path1 and /path2 are table space storage groups

• Container Paths (for non-automatic storage table spaces)
• Re-define containers otherwise will use as defined in backup image

• Use REDIRECT to re-define specific container paths (see next slide)

Recovery – Host1 to Host2 (4|11)

NOTE: For multi-partition 
databases, ON clause only 
specified on catalog node
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• Storage

• Use redirected restore when:
• You want to re-define storage group paths

• You want to re-define table space containers

• One of two ways:

Recovery – Host1 to Host2 (5|11)
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Example snippet of generated 
redirect restore script

Recovery – Host1 to Host2 (6|11)
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• Storage

• Log Paths

Recovery – Host1 to Host2 (7|11)

• The following paths should be considered:
• Primary (NEWLOGPATH)
• Mirror (MIRRORLOGPATH)
• Overflow (OVERFLOWLOGPATH)
• Archiving:

• LOGARCHMETH1|2

• FAILARCHPATH

• They all depend on whether restoring to an 
existing database or new database
• Admittedly, more complicated than it 

should be ➔ BE EXPLICIT to avoid 
surprises

• Only the primary log path can be changed at 
restore time and is validated at the start of 
restore:
• RESTORE .. NEWLOGPATH /logs

• The remaining paths can only be changed post-
restore using UPDATE DB CFG (see next 
slides)
• If any path accessible from both hosts, may 

cause conflict or failures ➔ BE EXPLICIT to 
avoid surprises
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• Recovery Point
• Where do you want to recover to?

• End of backup / Point in time / End of logs

• Continuous rollforward pending state (log shipping)?

• Each of these can help to determine what kind of backup image to use and whether load 
copy images and logfiles are needed to achieve recovery point

Recovery – Host1 to Host2 (8|11)

Offline Image
• Non-recoverable database

• Only option
• Recoverable database

• Rollforward pending
• Avoid with RESTORE .. WITHOUT 

ROLLING FORWARD

• Otherwise load copy images and logs must be 
available

Online Image
• Recoverable database ONLY

• Load copy images and logs must be available
• For end of backup, logs will be in image unless 

excluded
• Use RESTORE .. LOGTARGET /logs
• Use those logs before relying on archives
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• Access to backup images, load copy images and log files
• Host2, by default, will not have access to objects unless granted in some fashion

• If load copy images in different location set DB2LOADREC and location file

• Disk:
• Copy across or use shared file system
• For logs use overflow log path (db cfg or option on ROLLFORWARD)

• Remote:
• Setup storage catalog alias with same credentials
• For logs use db2RemStgManager to extract and treat like DISK

• TSM:
• Grant access on host 1 for host 2
• For logs if restore into different database name use –DBNAME option

under LOGARCHOPT1|2
• Vendor:

• Confirm with your vendor
• Last resort: extract and treat like DISK

Recovery – Host1 to Host2 (9|11)
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• Access to backup images, load copy images and log files
• Once restore and rollforward is complete, think about your history file and auto pruning 

configuration, specifically AUTO_DEL_REC_OBJ
• If host2 is a clone/copy of host1, the history file may contain objects that host1 may still 

want and if AUTO_DEL_REC_OBJ is ON pruning will try to physically remove these 
objects
• Objects accessible ➔ problem
• Objects not accessible may slow down pruning ➔ longer backups

• If host2 is new, the history file is unique to host2 but if AUTO_DEL_REC_OBJ is ON 
pruning will try to physically remove these objects
• Objects accessible ➔ no problem
• Objects not accessible may slow down pruning ➔ longer backups

• Suggest post restore/rollforward:
db2 update db cfg for db sample using AUTO_DEL_REC_OBJ OFF

db2 prune history 9999 with force option

Recovery – Host1 to Host2 (10|11)
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• Example: Production to Test (Copy Diverging)
• Online backup image include logs using all local disk objects
• Restore from host1 (prod) to host2 (test) and rollforward to end of backup

• Post-rollforward test database will be independent (can diverge) from production

Recovery – Host1 to Host2 (11|11)

db2 restore db sample NEWLOGPATH /new_logs LOGTARGET /overflow WITHOUT PROMPTING

db2 update db cfg for db sample using MIRRORLOGPATH NULL OVERFLOWLOGPATH NULL 

db2 update db cfg for db sample using LOGARCHMETH1 DISK:/new_archives 

db2 update db cfg for db sample LOGARCHMETH2 OFF

db2 update db cfg for db sample FAILARCHPATH NULL

db2 rollforward db sample to END OF BACKUP OVERFLOW LOG PATH (/overflow) NORETRIEVE

db2 rollforward db sample to STOP OVERFLOW LOG PATH (/overflow) NORETRIEVE

db2 update db cfg for db sample using AUTO_DEL_REC_OBJ OFF

db2 prune history 9999 with force option
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• IBM Documentation
• https://www.ibm.com/docs/en/db2/12.1

• HADR Wiki (incl. Best Practices)
• https://ibm.github.io/db2-hadr-wiki/

49

Resources
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https://www.ibm.com/docs/en/db2/12.1
https://ibm.github.io/db2-hadr-wiki/


Gartner Peer Insights
    Provide your feedback on Db2

Steps through the process:

1. Account creation and user registration

2. Provide your role and experience

3. Complete the feedback form including 

capabilities assessment, decision factors, and 

net promoter score

4. Submit the feedback form and win a prize if 

your review is selected!

Win a prize if select! →
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Join the IBM TechXchange 
Community Today!

Join Now!

Join Now!

Engage Directly with IBM 

Champions and subject matter 

experts! Learn tips, tricks, and best 

practices from your industry peers!

Understand the fundamental 

concepts, models, tools, and 

applications of generative AI

Participate in community 

challenges, ongoing learning, and 

certification opportunities. 

Receive an IBM Digital Badge!

Register for online webinars and 

in-person events! 

Webinars are bi-weekly
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https://community.ibm.com/community/user/datamanagement/home
https://community.ibm.com/community/user/ai/home


Questions ???
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LUW

Unlocking Recovery - The Key 
to Solving Everyday Problems

Session Code: A15

Michael Roecken, IBM
Contact:        @roecken
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Backup Slides
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Question:

How do I rollforward to a point-in-time?
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• Complications:
• Determining what point in time to use, esp. in a

multi-partition environment (DPF)
• Want to be precise to limit any data loss

• Minimum recovery time (MRT)

• Making all log files available
• Archives or overflow?

• Handling location in a multi-partition environment

• If a multi-partition environment, coordinating command across partitions

Recovery – Point-in-time Recovery (1|7)
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• Before you begin:
• Recovery starts with backup

• Recommended way to backup a database in a multi-partitioned
environment (DPF) is to use single system view (SSV) backup
• One command: 

 db2 backup database sample on all dbpartitionnums

  to /db2home/db2inst1/backup/ without prompting

 ➔ easier to backup

• One timestamp for all images across all partitions
 ➔ easier to restore

• Online backup will include logs by default across all partitions
 ➔ easier recovery to end of backup

Recovery – Point-in-time Recovery (2|7)
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• Before you begin (cont’d):
• Cannot replay logs from a different Db2 Version (VV.RR)

• Cancel any previously no longer needed roll forwards
• db2 rollforward db sample CANCEL

• Only one ROLLFORWARD operation at a time can be issued

• In a multi-partition environment (DPF):
• Must be run on catalog partition

• Point-in-time always involves all nodes

• END OF BACKUP is just a special type of point-in-time

• Db2 determines point in time across all partitions

Recovery – Point-in-time Recovery (3|7)

ROLLFORWARD DATABASE command
• https://www.ibm.com/docs/en/db2/12.1?topic=commands-rollforward-database
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• Before you begin (cont’d):
• Suggest you run command in two steps:

• db2 rollforward db sample to 2022-07-12-14.21.56

• db2 rollforward db sample STOP

• Determine where log files will come from:
• From archives?
• From an overflow log path?
• Both?

• Restore logs from online backup image using LOGTARGET and supply to ROLLFORWARD 
command through OVERFLOW LOG PATH
• Just supply base path, Db2 knows where to look:

• Base path
• Subdirectory: NODEnnnn/LOGSTREAMmmmm/

• Use NORETRIEVE option if logs are completely locally supplied

Recovery – Point-in-time Recovery (4|7)

ROLLFORWARD DATABASE command
• https://www.ibm.com/docs/en/db2/12.1?topic=commands-rollforward-database
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• Before you begin (cont’d):
• How to choose a correct point-in-time?

• Point-in-time can be local or in UTC/GMT
• Timestamps in log files are in UTC/GMT

• Need to achieve minimum recovery time (MRT)
• All table spaces need to be in sync with catalogs
• All partitions need to be in sync with catalog partition

• Better to choose less if unsure
• Db2 will return error and suggest newer time if need be
• Each iteration of ROLLFORWARD can go forwards in time, but never backwards

•   Use db2fmtlog to format logs and find meta data details about log records     
  including table space ID, object ID and timestamps used for point-in-time:
| LREC | 18654 0005633A 000000000199 Commit SE 2021-05-12-22.24.34 GMT

• Not all log records have time stamps, mainly transaction ending (e.g. commit) log records
• Consider RECOVER command

Recovery – Point-in-time Recovery (5|7)

11.5.6+

ROLLFORWARD DATABASE command
• https://www.ibm.com/docs/en/db2/12.1?topic=commands-rollforward-database

How to determine the minimum recovery time for a rollforward operation
• https://www.ibm.com/support/pages/how-determine-minimum-recovery-time-rollforward-operation

db2fmtlog – Format and display log file information command
• https://www.ibm.com/docs/en/db2/12.1?topic=commands-db2fmtlog-format-display-log-file-information-tool

RECOVER DATABASE command

• https://www.ibm.com/docs/en/db2/12.1?topic=commands-recover-database
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• Once started:
• When a ROLLFORWARD command completes it displays status information for each database 

partition/member
• QUERY STATUS can obtain as well

• For database rollforward: the time stamp (in UTC) of the last committed transaction since rollforward 
processing began

• Log files no longer needed and next log file to be processed

     Rollforward Status

 

Input database alias                   = sample

Number of members have returned status = 3

 

Member ID    Rollforward                 Next log             Log files processed        Last committed transaction

              status                      to be read

-----------  --------------------------  -------------------  -------------------------  --------------------------

           0  DB  working                 S0001423.LOG         S0001422.LOG-S0001422.LOG  2021-10-27-07.32.56.000000 UTC

           1  DB  working                 S0004727.LOG                     -              2021-10-25-03.05.53.000000 UTC

           2  DB  working                 S0004584.LOG                     -              2021-10-25-03.04.32.000000 UTC

 

DB20000I  The ROLLFORWARD command completed successfully.

Recovery – Point-in-time Recovery (6|7)

ROLLFORWARD DATABASE command
• https://www.ibm.com/docs/en/db2/12.1?topic=commands-rollforward-database
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• Once started (cont’d):
• To monitor, use LIST UTILITIES or 
db2pd –recovery

• Displays forward and backward phase 
estimates and total completed

• To cancel an in progress rollforward 
that is running issue CTRL-C from 
terminal or FORCE APPLICATION

• If giving up on a rollforward operation 
cancel it, using CANCEL option

Recovery – Point-in-time Recovery (7|7)

ID                               = 7

Type                             = ROLLFORWARD RECOVERY

Database Name                    = SAMPLE

Member Number                    = 0

Description                      = Database Rollforward 

Recovery

Start Time                       = 01/11/2022 12:56:53.770404

State                            = Executing

Invocation Type                  = User

Progress Monitoring:

   Estimated Percentage Complete = 50

   Phase Number                  = 1

      Description                = Forward

      Total Work                 = 528236 bytes

      Completed Work             = 528236 bytes

      Start Time                 = 01/11/2022 12:56:53.770492

   Phase Number [Current]        = 2

      Description                = Backward

      Total Work                 = 528236 bytes

      Completed Work             = 0 bytes

      Start Time                 = 01/11/2022 12:56:56.886036

ROLLFORWARD DATABASE command
• https://www.ibm.com/docs/en/db2/12.1?topic=commands-rollforward-database
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